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In order to make full use of modern supercomputer systems with
multicore/manycore architectures, hybrid parallel programming with
message-passing and multithreading is essential. While MPI is widely used for
message-passing, OpenMP for CPU and OpenACC for GPU are the most
popular ways for multithreading on multicore/manycore clusters. In this 4-
day course, we focus on optimization of single node performance using
OpenMP and OpenACC for CPU and GPU. We “parallelize” a finite-volume
method (FVM) code with Krylov iterative solvers for Poisson’s equation on
Reedbush supercomputer at the University of Tokyo with 1.93 PF peak
performance (http://www.cc.u-tokyo.ac.jp/system/reedbush/index-e.html),
which consists of the most recent CPU’s (Intel Xeon E5-2695 v4 (Broadwell-
EP)) and GPU’s (NDIVIA Tesla P100 (Pascal)).
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